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AI Systems are Ubiquitous
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Themes

1. How AI black boxes threaten societal values, including privacy and 
fairness

2. Research progress on opening up AI black boxes to discover and 
mitigate their problems

3. Engineering tools to support accountability and compliance 
activities in the age of AI





External Audit Tools for AI Systems
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Direct Discrimination
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AdFisher
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Experimental group Control group

Measurements 

Experimental treatment Control treatment

Ad 
Ecosystem

Significance testing:
Is there a difference?

P-value

Contribution: The rigor of 
experimental science
• Causal effects
• Statistical significance
• Automation



Discrimination 
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(p < 0.000006)



Discrimination Finding
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disparate impact





Section 704(b), Title VII of Civil Rights Act

• Unlawful “to print or publish or cause to be printed or published 
any … advertisement relating to employment ... indicating any 
preference … based on … sex ...”
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Classified ads in newspapers
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Source: San Francisco Chronicle, 
Jan. 21, 1972



The ad ecosystem has many parties
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Possible cause: direct advertiser targeting
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Google allows targeting on gender
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Applicability of 704(b)

Applies only to an 
1. employer, 
2. labor organization, 
3. employment agency, or 
4. joint labor-management committee
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Analogous Statutes

Title VIII (housing): 

[I]t shall be unlawful … 

[t]o ... publish, ... any ... 
advertisement, with respect to the 
sale or rental of a dwelling that 
indicates any preference, … based 
on ... sex, … 

Title VII (employment):

It shall be ... unlawful … for an 
employer, labor organization, 
employment agency, or joint labor-
management committee ...  to … 
publish ... any … advertisement 
relating to employment … 
indicating any preference, ... based 
on … sex, ...
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Communications Decency Act § 230

• Law designed to protect companies that provide spaces 
for speech online

• Shields “interactive computer service” from liability for 
content created by others 

• Protects these computer services when they provide 
“neutral tools” that are used by third parties to create 
content  
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Possible cause: targeting a correlate
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Exceptions to CDA Section 230?

• Protection is not absolute

• “Information content providers”: Entities 
responsible, in whole or in part, for the creation or 
development of information
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Exceptions to CDA Section 230? (cont’d)
• Fair Housing Council v. Roommates (9th Cir. 2008) 

• Targeting of ads is itself discriminatory (even if the content of 
the ad on its face is not)

• Advertising platform is not a “neutral tool”
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What’s next

• Mismatch between responsibility and capability

• Policy changes
– Revise Section 704(b) to make it applicable to all 

actors in the context of employment advertising

• Technological changes
– Revise targeting algorithms
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Tools for Explaining AI Systems’ Decisions
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Discrimination



Discrimination



AI Systems are Opaque Black Boxes

Credit
Classifier

User data Decisions

?
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Adverse action notices

When a credit application is denied, the consumer or business has to 
be provided with the principal reasons behind the denial

• Equal Credit Opportunity Act
• To guard against discrimination and provide transparency into underwriting

• Federal Credit Reporting Act
• To allow consumers to correct errors in their credit report





Lending Club Loans Data

• All loans issued by Lending Club from 2007-2015
• 900k data points
• 75 variables

• Build AI models to predict charge-offs



Q Explanations 

Employment Length
Home ownership
Open accounts
DTI



Key Idea  | Causal Intervention

Classifier
(uses only 
income)

Age

Decision

Income
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21284463

$90K$100K$20K$10K

Replace feature with random values from the 
population, and examine distribution over outcomes.



Key Idea | Aggregating Marginal Influence






Disparate impact and business necessity

If a protected group gets significantly worse outcomes then the onus is 
on the employer to provide a business necessity defense

• Title VII of Civil Rights Act 
• Griggs v. Duke Power Co., 401 U. S. 424 (1971)



Proxy use 
[Datta, Fredrikson, Ko, Mardziel, Sen 2017; Yeom, Datta, Fredrikson 2018]
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Classifier

Protected information types:  Race, sex

• Gang affiliation
• Age during latest 

arrest 
• …

Likelihood of 
involvement in 
shooting incident

Chicago Strategic Subject List 



Use Privacy Violations
[Datta, Fredrikson, Ko, Mardziel, Sen 2017]

40

Classifier

Protected information type:  
Pregnancy status

• Scent-free lotion
• Prenatal vitamins
• … Coupons for diapers?



GDPR Explanations (Article 15)

“…the existence of automated decision-making, including profiling, 
referred to in Article 22(1) and (4) and, at least in those cases, 
meaningful information about the logic* involved, as well as the 
significance and the envisaged consequences of such processing for the 
data subject.”

*emphasis added



Cluster Explanations
[Datta, Sen with Bracke, Jung of Bank of England 2018]
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• year ≤ 2011
• type = not 

remortgagors
• ratetype = not 

fixed

Cluster 3

Higher PD

• year ≤ 2011
• type = 

remortgagors
• ratetype = trackers

Cluster 4

Higher PD

• year ≤ 2011
• type = not 

remortgagors
• rate type = fixed

Cluster 0

Low PD

• year ≥ 2011
• type = 

remortgagors
• ratetype = 

trackers

Cluster 2

Higher PD



Themes

1. How AI black boxes threaten societal values, including privacy and 
fairness

2. Research progress on opening up AI black boxes to discover and 
mitigate their problems

3. Engineering tools to support accountability and compliance 
activities in the age of AI



Additional slides



Sexist ad targeting

Targeted to males

Targeted to females
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Sexist ad delivery
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56,497 impressions, all to females

73,607 impressions, all to males



Possible cause: direct advertiser targeting
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Some relevant regulations

• United States
• Credit, employment, housing

• ECOA, FCRA, Title VII,  Title VIII, FHA
• Protection from discrimination 
• Explanations for unfavorable outcomes

• Europe
• GDPR 
• Protection from discrimination
• Right to explanation for automated decisions

• Legal interpretation and compliance for AI systems being explored



Inferential Privacy Violations
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